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Introduction

Machine Learning is a tool that is becoming more prevalent in
society as software and technology continues to develop. It can be
implemented across all the Areas of Learning and Experience,
reinforcing learning in the classroom and improving digital literacy in

OverView the process.

In today's world digital literacy is an essential skill for learners to
develop. The technological requirements for jobs are ever increasing,
and a strong start in digital skills will prepare learners and give them
an advantage.

Digital Resources:
https://tcl.me/educonf22resources

Online
Youtube Tutorials: RGSOUI’CES

https://tc1.me/progacrosscurriculum

"), Health and Languages,
: i 2 Literacy and
:}F Wellbeing [y CommYmico’rion

) F}E)erﬂlgom?gg’gy Foods * Recognising Authors

M o re id ea s Math . » Decoding Secret Codes
atnemartics

v and Numeracy @ Expressive Arts

IVI "+ Make Predictions . i .
fo r LfK from Stafistics Recognising Arfists

» Recognising Musicians

: . %gcei‘?r?cﬁo%r;/d Humanities
z Predicting Classes of « Predicting Location of
Animals Landscapes
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Machine Learning for Kids

Machine Learning for Kids is a powerful tool that allows
@ learners to train their own Al projects.

Educators can make an account which allows projects to be
saved and class accounts to be created for group projects.

Learners are unable to make their own accounts, so the trained Al project
itself cannot be saved (unless it is a group project), and will only last 4 hours.

Note: any code can be saved for future use, but will no longer have an Al to
communicate with. The project can be recreated and the saved file loaded in.

Using MLfK

Goto:  machinelearningforkids.co.uk

Click on Get Started
Click on Try It Now / Log in
Note: On an educators account the Teacher menu has a Student

Management page, where group accounts can be created or altered. This
includes the login details for the class.

On sign-up as an educator, these accounts can be provided for you.




Machine Learning for Kids

Your machine learning projects On your prOJeCJ[S Page click
Add a New Project to begin.

Add a new ‘o C
ate your first project. =» + —‘ o

project template

Name your project and decide what you'll be
training the Al to recognise. o

Start a new machine learning project

images

canceL
Note: Under the worksheets tab on MLfK there are countless project
examples and templates. All have thorough worksheets free for download
and some even include Teacher Guidance sheets.

Using Your Project

Your machine learningfprojects Back on yOUI’ prOJec’[S page C“Ck
+= we 0N the project to open it.

plate

Artists w

Recognising images

Train Learn & Test

These are the three steps to any project: el
Training the Al with some data, having the All {eam—>—_ =

from the data, and making something using the All. Make




Machine Learning for Kids

Recognising images as Picasso or
To train your project you will have to add | Van_Gogh /
labels, these are the buckets in which you +
will store your data, ——Pleasso=—= ([ on-Gooh—=4
You should use at least two labels so that
the Al has something to contrast.

Many labels may be used, but the more options you have the more examples
of each you'll need for the Al to differentiate.

Add Examples

Now examples must be added to your labels!

For text/number projects exaples can be typed or copy/pasted from
elsewhere,

For image projects images can be copied from the web (not uploaded),
taken on webcam or drawn.

For sound projects samples can be recorded with the microphone only.

Note: This only applies to training within MLfK| training from within Scratch
or Python will allow uploads to take place.

At least 5 examples are required for each label (8 for sound). As a general
rule the more data the better the model will perform. However, try to keep
the examples approximately even across labels,




Machine Learning for Kids

Train Learn & Test

s e The Al can be trained within MLfK by using
the Learn & Test option.
[ ] T —
Make ‘ This will inform you how many examples
- you've collected and whether you need more.

What have you done? What's next?

Click Train New Machine Learning — sessmmmie™
Model to begin training.

This will take approximately a
minute.

o5 of Van_Gogh (Or ask your class to go back to the Tran page f you want them to
- collect more examples first.)

Testing can then be done from

Try putting in some text to see how it is recognised based on your training.

Once the Al has been trained we can choose
Learn & Test . . .
to make something with it.

Click on Make and choose one of the options.

e Scratch 3 will open a version of Scratch in a seperate window (this cannot
be done through the Scratch website as MLfK blocks are provided).

e Python will provide you with the relevant Python files and the API key for
that particular project.

technocamps



Recognising Artists

This example will walk through how to make a program in Scratch that uses
Al to recognise the paintings of different artists.

Many of the elements shown here are also applicable to creating machine
learning programs that recognise sounds, text or numbers,

Note: For this program only the labels need to be created in MLfK No data
needs to be added to the project and no training needs to be done,

Creating Sprites
We will begin by deleting the default Scratch sprite

This is usually helpful as it allows learners to create a
sprite that is relevent to the program they're creating.

When making new sprites we can choose to upload
paint or choose from premade sprites,

For this program we will paint three new sprites called
Testing, Picasso and Van Gogh

Note: we will not actually
paint anything,




Recognising Artists

In the Costumes tab we can
& Code ¢ Costumes | @ Sounds upload costumes for our sprite.

For this program we will be uploading saveo
pictures of our artists.

We'll need training images for each artist in
their own sprites, and then testing images
from both artists in the testing sprite.

Upload Costume

(a8} Convert to Vector

Picasso Sprite

The code for this sprite is only required to add training data to MLfK,

In a project where data is added directly into the MLfK labels, this code is
not required.

Here are the blocks:

ru@x

Ay |
-

5]
next costume B add training data @ Picasso v
-




Recognising Artists

Here is the completed code for the
Picasso sprite,

This will cycle through all 15 costumes
and add them to the data set.

% add training data ' costume image | Picasso ¥

For a different number of costumes
change the repeat value,

The code for the Van Gogh sprite can be dragged and dropped in from
Picasso for simplicity.

However there are a couple of
changes required:

e The first block needs to receive
the message from Picasso instead
of starting on the Green Flag click.

e The add training data needs to be

add training data ' costume image | Van_Gogh v

e changed to Van Gogh.

e A new message needs to be

broadcast to begining training the
MLK ALl

technocamps



Recognising Artists

- This piece of code just ensures the training images can be
m | seenwhile they are cycled through.

m It is in no way necessary to the program.

Testing Sprite (Training)

These are the blocks that will train the MLfK model from within Scratch.

train new machine learning model

CE\VA Model Ready! Click the space bar to test a new image!

@)

- Is the machine learning model ready touse v | ?
Like the previous
sprites these are

not necessary as this can be done within the MLfK website. They have
been used for this program as images cannot be uploaded to MLfK

This could be used as an extension task.




Recognising Artists

This is the complete
code required to train the
MLfK model.

% train new machine learning model

@ Is the machine learning model readytouse v ?

L2V Model Ready! Click the space bar to test a new image!

All other code is stopped
until the model is trained.

These are the blocks

required to test your | ,

machine learning program

within Scratch.

This is the only part of the m o

program that is necessary \J. I P
> el

to use the Al »

[—¥ — N ]
—~_ N

;4 ) L2V Picasso

Note This can still be done
within MLfK however

making use of the Al adds
A | = ostume i Van_Gogh
to the learning experience. mm

% recognise image @ (label)




Recognising Artists

This is the completed code for the MLfK program to be tested within Scratch.

This code can be applied to many different machine learning models and
expanded upon or altered for different scenarios.

next costume

say . for m seconds

% recognise image ' costume image (label) '= g Picasso
S Picasso

g recognise image ' costume image (label) '= Van_Gogh

L=V Van Gogh




Other Ideas

Uerpencrdtiedoemiete

whether an image matches one of the
o949 labels but also check that the Al is
confident of the result to some extent.

recognise image ' costume image (confidence) '> @

Train Further With Test Images

B We can send our testing data back into the

R — MLTK to labels to be trained on the Al

e rEseE TRl | this code, for each image we test, the Al
adds that image to it's training data.
et - €D

The Picasso? variable is set to O or T when
|
~
brosdcast i - |

the Al recognises the image as either a
Van Gogh or a Picasso

, To recognise text use the ask

ask —ivemea uote! JELLRVET . .

block to input text into Scratch,

e e answer Block o s
ml recognise text {answer ' (label) = [M[L] J.R.R._Tolkien

Or even have the Al say how confident it is at a result.

say join m join % recognise text {‘answer ' (confidence) for e seconds
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